## INDEX

## A

Addition Rule, 189
for the probability of $A$ and $B, 157,160$
alternative formula
for the standardized test statistic for a proportion, 402
for variance and standard deviation, 96
alternative hypothesis
one-sample, 357
two-sample, 430
analysis of variance
(ANOVA) test
one-way, 574, 575
two-way, 580
approximating binomial
probabilities, 284
area of a region
under a probability curve, 239
under a standard normal curve, 239

B
back-to-back stem-and-leaf plot, 64
Bayes' Theorem, 154
biased sample, 20
bimodal, 67
binomial distribution, 221
mean of a, 210
normal approximation to a, 281
population parameters of a, 210
standard deviation of a, 210
variance of a, 210
binomial experiment, 202, 540
notation for, 202
binomial probabilities, using the normal distribution to approximate, 284
binomial probability
distribution, 205, 221
binomial probability formula, 204
bivariate normal distribution, 517
blinding, 18
blocks, 18
box-and-whisker plot, 102
side-by-side, 111
boxplot, 102
modified, 112

## C

calculating a correlation
coefficient, 488
categories, 540
$c$-confidence interval
for the population mean, 307
for the population
proportion, 328
cell, 551
census, 3, 20
center, 38
central angle, 56
Central Limit Theorem, 268
chart
control, 256
Pareto, 57
pie, 56
time series, 59
Chebychev's Theorem, 87
Chi-square
distribution, 337
goodness-of-fit test, 540, 542
independence test, 553
test
finding critical values for, 404
for independence, 553
for standard deviation, 406, 415
test statistic for, 406
for variance, 406, 415
class, 38
boundaries, 42
mark, 40
width, 38
class limit
lower, 38
upper, 38
classical probability, 132, 160
closed question, 25
cluster sample, 21
clusters, 21
of data, 71
coefficient
correlation, 487
$t$-test for, 492
of determination, 514
of variation, 96
combination of $n$ objects taken $r$ at a time, 170, 171
complement of event $E, 136$
complementary events, 160
completely randomized design, 18
conditional probability, 145
conditional relative frequency, 563
confidence, level of, 305
confidence interval, 307
for $\sigma_{1}^{2} / \sigma_{2}^{2}, 573$
for the difference between
means, 440,450
for the difference between
two population proportions, 468
for the mean of the
differences of paired data, 460
for a population mean, finding a, 307
for a population proportion, constructing a, 328
for a population standard deviation, 339
for a population variance, 339
for slope, 523
for $y$-intercept, 523
confounding variable, 18
constructing
a confidence interval for the difference between means, 440, 450
a confidence interval for the difference between two population proportions, 468
a confidence interval for the mean of the differences of paired data, 460
a confidence interval for the mean: $t$-distribution, 320
a confidence interval for a population proportion, 328
a confidence interval for a population standard deviation, 339
a confidence interval for a population variance, 339
a discrete probability distribution, 192
a frequency distribution from a data set, 38
an ogive, 45
a prediction interval for $y$ for a specific value of $x$, 517
contingency table, 551
contingency table cells, finding
the expected frequency for, 551
continuity correction, 283
continuous probability
distribution, 236
continuous random variable, 190, 236
control
chart, 256
group, 16
convenience sample, 22
correction, continuity, 283
correction factor
finite, 278
finite population, 316
correlation, 484
correlation coefficient, 487
Pearson product moment, 487
Spearman rank, 625
$t$-test for, 492
using a table for, 490
counting principle,
fundamental, 130, 171
c-prediction interval, 517
critical region, 376
critical value, 305,376
in a normal distribution, finding, 376
in a $t$-distribution, finding, 387
cumulative frequency, 40
graph, 44
curve, normal, 236

## D

data, 2
qualitative, 9
quantitative, 9
data sets
center of, 38
paired, 58
shape of, 38
variability of, 38
decision rule
based on $P$-value, 364,371
based on rejection region, 378
degrees of freedom, 318
corresponding to the variance in the denominator, 565
corresponding to the variance in the numerator, 565
density function, probability, 236
dependent
event, 146
random variable, 201
sample, 428
variable, 484
descriptive statistics, 5
designing a statistical study, 16
determination, coefficient of, 514
deviation, 81
explained, 513
total, 513
unexplained, 513
d.f. ${ }_{\text {D }}, 565$
d.f. ${ }_{\mathrm{N}}, 565$
diagram, tree, 128
discrete probability
distribution, 191
discrete random variable, 190
expected value of $\mathrm{a}, 196$
mean of a, 194
standard deviation of a, 195
variance of a, 195
distinguishable permutation, 170
distribution
binomial, 221
binomial probability, 205, 221
bivariate normal, 517
chi-square, 337
continuous probability, 236

## discrete probability, 191

F-, 565
frequency, 38
geometric, 218, 221
hypergeometric, 224
normal, 236
finding critical values in, 376
properties of a, 236
Poisson, 219, 221
sampling, 266
standard normal, 239, A1, A2
properties of, 239, A2
$t-, 318$
finding critical values in, 387
uniform, 248
dot plot, 55
double-blind experiment, 18
drawing a box-and-whisker plot, 103

E
$e, 219$
effect
Hawthorne, 18
interaction, 580
main, 580
placebo, 18
elements of well-designed experiment, 18
empirical probability, 133, 160
Empirical Rule (or 68-95-99.7 Rule), 86
equation
exponential, 510
logarithmic, 510
multiple regression, 524
of a regression line, 502
power, 510
error
of estimate
maximum, 306
standard, 515
margin of, 306
of the mean
standard, 266
sampling, 20, 266, 306
tolerance, 306
type I, 359
type II, 359
estimate
interval, 305
point, 304
pooled, of the standard deviation, 442
standard error of, 515
estimating $p$ by minimum sample size, 331
estimator, unbiased, 304
event, 128
complement of an, 136
dependent, 146
independent, 146, 160
mutually exclusive, 156,160
simple, 129
expected frequency, 541
finding for contingency
table cells, 551
expected value, 196
of a discrete random variable, 196
experiment, 16
binomial, 202, 540
double-blind, 18
multinomial, 215, 540
probability, 128
well-designed, elements of, 18
experimental design
completely randomized, 18
matched-pairs, 19
randomized block, 18
experimental unit, 16
explained deviation, 513
explained variation, 513
explanatory variable, 484
exploratory data analysis
(EDA), 53
exponential equation, 510

## F

factorial, 168
false positive, 155
$F$-distribution, 565
finding areas under the standard normal curve,

$$
241, \mathrm{~A} 4
$$

finding a confidence interval for a population mean, 307
finding critical values
for the chi-square test, 404
for the $F$-distribution, 566
in a normal distribution, 376
in a $t$-distribution, 387
finding the expected frequency for contingency table cells, 551
finding the mean of a frequency distribution, 70
finding a minimum sample size
to estimate $\mu, 310$
to estimate $p, 331$
finding the $P$-value for a hypothesis test, 371
finding the standard error of estimate, 515
finding the test statistic for the one-way ANOVA test, 575
finite correction factor, 278
finite population correction factor, 316
first quartile, 100
five-number summary, 103
formula, binomial probability, 204
fractiles, 100
frequency, 38
conditional relative, 563
cumulative, 40
expected, 541
joint, 551
marginal, 551
observed, 541
relative, 40
frequency distribution, 38
mean of, 70
rectangular, 71
skewed left (negatively skewed), 71
skewed right (positively skewed), 71
symmetric, 71
uniform, 71
frequency histogram, 42
relative, 44
frequency polygon, 43
$F$-test for variances,
two-sample, 568
function, probability density, 236
Fundamental Counting
Principle, 130, 171

## G

Gallup poll, 351
gaps, 68
geometric distribution, 218, 221
mean of a, 224
variance of a, 224
geometric probability, 218
goodness-of-fit test, chi-square,
540, 542
graph
cumulative frequency, 44
misleading, 64

## H

Hawthorne effect, 18
histogram
frequency, 42
relative frequency, 44
history of statistics timeline, 33
homogeneity of proportions test, 561
hypergeometric distribution, 224
hypothesis
alternative, 357, 430
null, 357, 430
statistical, 357
hypothesis test, 356
finding the $P$-value for, 371
hypothesis testing
for slope, 523
steps for, 365
summary of, 414, 415

I
independence test, chi-square, 553
independent, 551
event, 146, 160
random variable, 201
sample, 428
variable, 484
inferential statistics, 5
inflection points, 236, 237
influential point, 509
inherent zero, 11
interaction effect, 580
interquartile range (IQR), 102
interval, c-prediction, 517
interval estimate, 305
interval level of measurement,
11, 12
intervals, 38
J
joint frequency, 551

## K

Kruskal-Wallis test, 619
test statistic for, 619
L
law of large numbers, 134
leaf, 53
left, skewed, 71
left-tailed test, 362
for a population correlation coefficient, 492
length of a run, 631
level of confidence, 305
level of significance, 361, 490
levels of measurement
interval, 11, 12
nominal, 10, 12
ordinal, 10, 12
ratio, 11, 12
limit
lower class, 38
upper class, 38
line
of best fit, 501
regression, 490, 501
linear transformation of a
random variable, 201
logarithmic
equation, 510
transformation, 510
lower class limit, 38

## M

main effect, 580
making an interval estimate, 305
margin of error, 306
marginal frequency, 551
matched samples, 428
matched-pairs design, 19
maximum error of estimate, 306
mean, 65
of a binomial distribution, 210
difference between
two-sample $t$-test for, 442
two-sample $z$-test for, 431
of a discrete random
variable, 194
of a frequency distribution, 70
of a geometric distribution,

## 224

standard error, 266
trimmed, 78
$t$-test for, 389
weighted, 69
mean absolute deviation
(MAD), 97
mean square
between, 574
within, 574
means, sampling distribution of sample, 266
measure of central tendency, 65 measurement
interval level of, 11, 12
nominal level of, 10,12
ordinal level of, 10,12
ratio level of, 11, 12
median, 66
midpoint, 40
midquartile, 111
midrange, 78
minimum sample size
to estimate $\mu, 310$
to estimate $p, 331$
misleading graph, 64
mode, 67
modified boxplot, 112
multinomial experiment, 215, 540
multiple regression equation, 524
Multiplication Rule for the probability of $A$ and $B$, 147, 160
mutually exclusive, 156, 160

## N

$n$ factorial, 168
negative linear correlation, 484
negatively skewed, 71
no correlation, 484
nominal level of
measurement, 10,12
nonlinear correlation, 484
nonparametric test, 598
normal approximation to a
binomial distribution, 281
normal curve, 236
normal distribution, 236
bivariate, 517
finding critical values in, 376
properties of a, 236
standard, 239, A1, A2
finding areas under, 241, A4
properties of, $239, \mathrm{~A} 2$
normal probability plot, A28
normal quantile plot, A28
notation for binomial
experiment, 202
null hypothesis
one-sample, 357
two-sample, 430

## O

observational study, 16
observed frequency, 541
odds, 143
of losing, 143
of winning, 143
ogive, 44
one-way analysis of variance, 574 test, 574, 575
finding the test statistic for, 575
open question, 25
ordered stem-and-leaf plot, 53 ordinal level of measurement,

## 10, 12

outcome, 128
outlier, 54, 68

## P

paired data sets, 58
paired samples, 428
sign test, performing a, 602
parameter, 4
population binomial distribution, 210
Pareto chart, 57
Pearson product moment correlation coefficient, 487
Pearson's index of skewness, 97 performing
a chi-square goodness-of-fit test, 542
a chi-square test for independence, 554
a Kruskal-Wallis test, 620
a one-way analysis of variance test, 576
a paired-sample sign test, 602
a runs test for randomness, 633
a sign test for a population median, 599
a Wilcoxon rank sum test, 612
a Wilcoxon signed-rank test, 609
permutation, 168, 171
distinguishable, 170, 171
of $n$ objects taken $r$ at a time, 168, 171
pie chart, 56
placebo, 16
effect, 18
plot
back-to-back stem-and-leaf, 64
box-and-whisker, 102
dot, 55
normal probability, A28
normal quantile, A28
residual, 509
scatter, 58, 484
side-by-side box-and-whisker, 111
stem-and-leaf, 53
point, influential, 509
point estimate, 304
for $\sigma, 337$
for $\sigma^{2}, 337$
for $p, 327$
Poisson distribution, 219, 221
variance of a, 224
polygon, frequency, 43
pooled estimate of the standard deviation, 442
population, 3
correlation coefficient using Table 11 for the, 490 using the $t$-test for the, 492
mean, finding a confidence interval for, 307
parameters
of a binomial
distribution, 210
proportion, 327
constructing a confidence interval for, 328
standard deviation, 82
variance, 81,82
positive linear correlation, 484
positively skewed, 71
power equation, 510
power of the test, 361
principle, fundamental counting, 130, 171
probability
Addition Rule for, 157, 160
classical, 132, 160
conditional, 145
curve, area of a region under, 239
density function, 236
empirical, 133, 160
experiment, 128
formula, binomial, 204
geometric, 218
Multiplication Rule for, 147, 160
rule, range of, 135,160
statistical, 133
subjective, 134
that the first success will occur on trial number $x$, 218, 221
theoretical, 132
value, 361
probability distribution
binomial, 205, 221
chi-square, 337
continuous, 236
discrete, 191
geometric, 218, 221
normal, properties of a, 236
Poisson, 219, 221
sampling, 266
standard normal, 239
probability plot, normal, A28
properties
of a normal distribution, 236
of sampling distributions of sample means, 266
of the standard normal distribution, 239, A2
proportion
population, 327
confidence interval for, 328
$z$-test for, 398
sample, 279
proportions, sampling distribution of sample, 279
proportions test, homogeneity of, 561
$P$-value, 361
decision rule based on, 364, 371
for a hypothesis test, finding the, 371

## Q

qualitative data, 9
quantile plot, normal, A28
quantitative data, 9
quartile, 100
first, 100
second, 100
third, 100
question
closed, 25
open, 25

## R

random sample, simple, 20
random sampling, 3
random variable, 190
continuous, 190, 236
dependent, 201
discrete, 190 expected value of $\mathrm{a}, 196$ mean of a, 194 standard deviation of a, 195
variance of a, 195
independent, 201
linear transformation of a, 201
randomization, 18
randomized block design, 18
randomness, runs test for, 632
range, 38,80
interquartile, 102
of probabilities rule, 135, 160
rank correlation coefficient,
Spearman, 625
rank sum test, Wilcoxon, 611
ratio level of measurement, 11, 12
rectangular, frequency distribution, 71
region
critical, 376
rejection, 376
regression equation, multiple, 524
regression line, 490, 501
deviation about, 513
equation of, 502
variation about, 513
rejection region, 376
decision rule based on, 378
relative frequency, 40
conditional, 563
histogram, 44
replacement
with, 21
without, 21, 203
replication, 19
residual plot, 509
residuals, 501
response variable, 484
right, skewed, 71
right-tailed test, 362
for a population correlation

$$
\text { coefficient, } 492
$$

rule
addition, 157, 160
decision
based on $P$-value, 364, 371

## based on rejection

 region, 378empirical, 86
multiplication, 147,160
range of probabilities, 135,160
run, 631
runs test for randomness, 632

## S

sample, 3
biased, 20
cluster, 21
convenience, 22
dependent, 428
independent, 428
matched, 428
paired, 428
random, 20
simple, 20
stratified, 21
systematic, 22
sample means
sampling distribution for the difference of, 430
sampling distribution of, 266
sample proportion, 279
sample proportions, sampling distribution of, 279
sample size, 19
minimum to estimate $\mu, 310$
minimum to estimate $p, 331$
sample space, 128
sample standard deviation, 83
for grouped data, 88
sample variance, 83
sampling, 20
sampling distribution, 266
for the difference of the sample means, 430
for the difference between the sample proportions, 461
for the mean of the differences of the paired data entries in dependent samples, 451
properties of, 266
of sample means, 266
of sample proportions, 279
sampling error, 20, 266, 306
sampling process
with replacement, 21
without replacement, 21
scatter plot, 58, 484
Scheffé Test, 586
score, standard, 105
second quartile, 100
shape, 38
side-by-side box-and-whisker
plot, 111
sigma, 39
sign test, 598
performing a paired-sample, 602
test statistic for, 599
signed-rank test,Wilcoxon, 609
significance, level of, 361, 490
simple event, 129
simple random sample, 20
simulation, 17
skewed
left, 71
negatively, 71
positively, 71
right, 71
slope
confidence interval for, 523
hypothesis testing for, 523
Spearman rank correlation coefficient, 625
standard deviation
of a binomial distribution, 210
chi-square test for, 406, 415
confidence intervals for, 339
of a discrete random variable, 195
point estimate for, 337
pooled estimate of, 442
population, 82
sample, 83
standard error
of estimate, 515
of the mean, 266
standard normal curve, finding areas under, $241, \mathrm{~A} 4$
standard normal distribution, 239, A1, A2
properties of, 239, A2
standard score, 105
standardized test statistic,
for a chi-square test
for standard deviation, 406, 415
for variance, 406, 415
for the correlation coefficient $t$-test, 492
for the difference between means
$t$-test, 452
$z$-test, 431
for the difference between proportions $z$-test, 462
for a $t$-test
for a mean 389,415
two-sample, 442
for a $z$-test
for a mean, 373, 415
for a proportion, 398, 415
two-sample, 431
statistic, 4
statistical hypothesis, 357
statistical probability, 133
statistical process control (SPC), 256
statistical study, designing a, 16
statistics, 2
descriptive, 5
history of, timeline, 33
inferential, 5
status, 2
stem, 53
stem-and-leaf plot, 53
back-to-back, 64
ordered, 53
unordered, 53
steps for hypothesis testing, 365
strata, 21
stratified sample, 21
study
observational, 16
statistical, designing a, 16
subjective probability, 134
successes, population proportion of, 327
sum of squares, $81-83$
sum test, Wilcoxon rank, 611
summary
of counting principles, 171
of discrete probability distributions, 221
five-number, 103
of four levels of measurement, 12
of hypothesis testing, 414, 415
of probability, 160
survey, 17
survey questions
closed question, 25
open question, 25
symmetric, frequency distribution, 71
systematic sample, 22

## T

table, contingency, 551
$t$-distribution, 318
constructing a confidence interval for the mean, 320
finding critical values in, 387
test
chi-square
goodness-of-fit, 540, 542
independence, 553
homogeneity of proportions, 561
hypothesis, 356
Kruskal-Wallis, 619
left-tailed, 362
nonparametric, 598
one-way analysis of variance, 574, 575
paired-sample sign, 602
power of the, 361
for randomness, runs, 632
right-tailed, 362
Scheffé, 586
sign, 598
two-tailed, 362
two-way analysis of variance, 580
Wilcoxon rank sum, 611
Wilcoxon signed-rank, 609
test statistic, 361
for a chi-square test, 406, 415
for the correlation coefficient, 492
for the difference between means, 452
for the difference between proportions, 462
for the Kruskal-Wallis test, 619 for a mean
large sample, 373, 415
small sample, 389, 415
for a proportion, 398, 415
for the runs test, 633
for the sign test, 599
for a two-sample $t$-test, 442
for a two-sample $z$-test, 431
for the Wilcoxon rank sum test, 612
testing the significance of the Spearman rank correlation coefficient, 626
Theorem
Bayes', 154
Central Limit, 268
Chebychev's, 87
theoretical probability, 132
third quartile, 100
time series, 59
chart, 59
timeline, history of statistics, 33
total deviation, 513
total variation, 513
transformation, logarithmic, 510
transformations to achieve linearity, 510
transforming a $z$-score to an $x$-value, 259
treatment, 16
tree diagram, 128
trimmed mean, 78
$t$-test
for the correlation

$$
\text { coefficient, } 492
$$

for the difference between means, 452
for a mean, 389,415
two-sample
for the difference between means, 442
two-sample
$F$-test for variances, 568
$t$-test, 442
$z$-test
for the difference
between means, 431
for the difference
between proportions, 462
two-tailed test, 362
for a population correlation coefficient, 492
two-way analysis of variance test, 580
type I error, 359
type II error, 359

## U

unbiased estimator, 304
unexplained deviation, 513
unexplained variation, 513
uniform, frequency distribution, 71
uniform distribution, 248
upper class limit, 38
using
the chi-square test for a variance or standard deviation, 406
the normal distribution to approximate binomial probabilities, 284
$P$-values for a $z$-test for a mean, 373
rejection regions for a $z$-test for a mean, 378
Table 11 for the correlation coefficient, 490
the $t$-test
for the correlation
coefficient $\rho, 492$
for the difference between means, 452
for a mean, 389
a two-sample $F$-test to compare $\sigma_{1}^{2}$ and $\sigma_{2}^{2}, 568$
a two-sample $t$-test for the difference between means, 443

```
    a two-sample z-test
        for the difference
            between means,431
        for the difference
        between proportions,
            4 6 2
    a z-test for a proportion,
        398
```

V
value
critical, 305, 376
expected, 196
probability, 361
variable
confounding, 18
dependent, 484
explanatory, 484
independent, 484
random, 190
continuous, 190, 236
discrete, 190
response, 484
variability, 38
variance
of a binomial distribution, 210
chi-square test for, 406,415
confidence intervals for, 339
of a discrete random variable, 195
of a geometric distribution, 224
mean square
between, 574
within, 574
one-way analysis of, 574
point estimate for, 337
of a Poisson distribution, 224
population, 81,82
sample, 83
two-sample $F$-test for, 568
two-way analysis of, 580
variation
coefficient of, 96
explained, 513
total, 513
unexplained, 513
W
weighted mean, 69
Wilcoxon rank sum test, 611
test statistic for, 612
Wilcoxon signed-rank test, 609
with replacement, 21
without replacement, 21, 203

## X

$x$, random variable, 190
Y
$y$-intercept, confidence interval for, 523

Z
zero, inherent, 11
$z$-score, 105
$z$-test
for a mean, 373,415
test statistic for, 373,415
using $P$-values for, 373
using rejection regions for, 378
for a proportion, 398, 415
test statistic for, 398,415
two-sample
difference between means, 431
difference between proportions, 462
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